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Abstract. Self-Organising Maps (SOM) provide a method of feature
mapping from multi-dimensional space to a usually two-dimensional grid
of neurons in an unsupervised way. This way of data analysis has been
proved as an efficient tool in many applications. SOM presented by
T.Kohonen originally were unsupervised learning algorithm, however it is
often used in classification problems. This paper introduces novel method
for supervised learning of the SOM. It is based on neuron’s class member-
ship and Metropolis-Hastings algorithm, which control network’s learn-
ing process. This approach is illustrated by performing recognition tasks
on nine real data sets, such as: faces, written digits or spoken letters.
Experimental results show improvements over the state-of-art methods
for using SOM as classifier.
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1 Introduction

Self-Organising Map (SOM) is a neural network presented in 1982 by T.Kononen
[11]. Due to human readability of the model, easy implementation and fast learn-
ing, SOM gained great popularity in many data analysis problems [13]. SOM was
originally presented as an unsupervised algorithm, however there are extensions
that enable to use SOM as a classifier. They can be generally divided into three
groups.

The first group of methods is based on class membership of each neuron.
In this approach, SOM is first learned in unsupervised manner. After training,
class membership is found for each neuron, based on sample’s class label. Class
membership can be crisp or fuzzy [18], [20], [9], [8]. In the testing phase, the
simplest approach predicts the class based on the class of winning neuron -
so-called ’winner-takes-all method’ (WTA). There are also more sophisticated
methods based for example on k-Nearest Neighbour rule or interpretation of
weights[21].

The second approach combines class vector in binary coded manner with
attribute vector during learning process. In the testing phase, only the attribute
vector is presented to the SOM. Sample’s class is denoted, based on neurons
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weights corresponding to the class. There are several approaches for doing this
[16], [2], [22], [9], [19]. However, the [16] algorithm seems to present the most
generalized approach from those.

The third technique for using SOM as a classifier is to use as many SOM
networks as number of classes. This approach is well known from Learning Vector
Quantization (LVQ) algorithm [12]. In the simplest way, each network is trained
on samples from corresponding class [7], [4]. In more complex approach [12], the
network is trained on samples from both corresponding and other classes.

Method presented in this paper combines first and third approach.It uses
Metropolis-Hastings (MH) algorithm [15], [6] and class membership of neurons
to control neurons participation in the training process. The MH is well know
from Simulated Annealing (SA) [10] algorithm. There were several attempts to
use MH [17] or SA [5], [3] in SOM. However, they were focused on weights
optimization rather than boosting SOM’s classification performance.

2 Methods

Let’s denote data set as D = {(xi, ci)}, where xi is an attribute vector, x ∈
Rd and ci is a discrete class number of i -th sample, i = [1, 2, ..., N ] and c =
[1, 2, ..., C]. Sometimes the class number will be encoded as a binary vector and
denoted as yi, where yij = 1 for j = ci and yij = 0 otherwise.

2.1 Unsupervised Learning SOM Algorithm

Herein, we used SOM as a two-dimensional grid of neurons. Each neuron is
represented by a weight vector Wpq, where (p, q) are indexes of the neuron in
the grid. In the learning phase all samples are shown to the network in one epoch.
For each sample we search for a neuron which is closest to the i -th sample. The
distance is computed by:

Disttrain(Di,Wpq) = (xi −Wpq)
T (xi −Wpq). (1)

The neuron (p, q) with the smallest distance to i -th sample is called the Best
Matching Unit (BMU), and we note its indexes as (r, v). Once the BMU is found,
the weight update step is executed. The weights of each neuron are updated with
the following formula:

Wpq(t+ 1) = Wpq(t) + η(Wpq(t)− xi), (2)

where t is an iteration number and η is a learning coefficient. It can be written
as η = µτ , where µ is the size of the learning step and τ is the neighbourhood
function. Learning step size is decreased between consecutive epochs, so that
network’s ability to remember patterns is improved. It is described by µ =
µ0exp(−eλµ), where µ0 is the initial step size, e is the current epoch number
and λµ is responsible for regulating the speed of the decrease. Neighbourhood
function controls changing of the weights with respect to the distance to the
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BMU. It is noted as τ(r, v, p, q) = exp(−α((r−p)2+(v−q)2)), where α describes
the neighbourhood function width. This parameter is increasing during learning
α = α0exp(−(estop − e)λα) - it assures that neighbourhood becomes narrower
during training. Network is trained till chosen number of learning procedure
epochs estop is exceeded.

2.2 SOM-WTA

From the first group of methods we will use SOM in WTA configuration (SOM-
WTA). After unsupervised training process, where BMU for each sample is
found, the class membership for each neuron is computed. BMU contains class
number of the matching samples. After presentation of all the samples, each
neuron’s class membership is decided based on major class number. In the test-
ing phase, the class of an input sample is assigned based on the class of the
computed BMU. The main disadvantage of this method are so-called ’empty
neurons’, when neuron has never been selected as BMU during training but is
selected in the testing[21].

2.3 SOM-LASSO

The second approach used in this paper is the so-called ’Learning Associations
by Self-Organisation’ (SOM-LASSO), first described in [16]. During the learning
phase, additionally to attributes it takes into consideration the class vector yi.
Each neuron contains part of weights corresponding to the attributes W x

pq and a
class vector W y

pq, so Wpq = [W x
pq;W

y
pq]. The measure of the distance used during

training is computed by:

Disttrain(Di,Wpq) = (xi −W x
pq)

T (xi −W x
pq) + (yi −W y

pq)
T (yi −W y

pq). (3)

The rest of the training process is the same as in original SOM. In testing, the
exploitation phase is performed, where only the part with attributes is presented
to the network. The BMU is found by computing a distance between an attribute
input vector and an attribute part of the weights, using the following formula:

Disttest(Di,Wpq) = (xi −W x
pq)

T (xi −W x
pq). (4)

For the tested sample, the designated class corresponds to position of maximum
value in the part which codes class information W y

pq in BMU weights.

2.4 SOM-SNEC

The third method uses separate network for each class, we called it SOM-SNEC.
Each network is learned only with samples from the corresponding class in an
unsupervised manner. In the testing process, the BMU is computed in each
network. Sample’s class is designated from the network with the closest BMU.
The main disadvantage of this method is that it losts possibility to visualize all
samples on a single map.



4 P. P loński and K. Zaremba

2.5 Proposed Method (SOM-MH)

In this method, neuron’s class membership is described by probability. We note
Ppq(h) as probability of neuron’s membership in class number h, where (p, q) are
neuron’s indexes. For each training iteration1 only selected group of neurons will
take part in the training. Selection is described by a matrix T , where T ipq = 1

means that neuron (p, q) will participate in learning using i-th sample, T ipq =
0 otherwise. Neurons are selected in two steps. First choose neurons having
maximum probability for the class matching the class ci of the input sample:

T i(1)pq =

{
1 if arg maxh(Ppq(h)) = ci;
0 otherwise.

(5)

In the second step, remaining neurons are considered, with T
i(1)
pq = 0. The deci-

sion on joining the training with i-th sample is taken upon MH algorithm. The
probability of joining is computed using following equation:

J ipq = 1− exp(−ρPpq(ci)estop/e), (6)

where ρ is the parameter that controls the number of neurons selected addition-
ally to learning in the MH step, ρ ∈ [0, 1]. The fact that number of epochs e is
presented in eq.(6) ensures that neurons added during MH step will be selected
less frequently at the end of learning process than at its beginning. This can be
interpreted as a hesitation of the neuron, which decreases during the training.
Whether the MH decision will be positive, we draw random number a from an
uniform distribution, a ∈ [0, 1]. The neuron will be added to the training group
if a is smaller than J ipq:

T i(2)pq =

{
1 if a < J ipq;
0 otherwise.

(7)

This procedure is repeated for each sample. The final decision on neuron selection

is a logical ’or’ of the decisions T ipq = T
i(1)
pq ∨ T i(2)pq .

After each epoch new probabilities are updated. During training for each
i-th sample the neighbourhood value τi is added to the neuron’s probability of
membership in a given class:

P ′pq(h) =

N∑
i

T ipqτi, for h = ci. (8)

The neighbourhood value τi represents the belonging of the neuron to the input
sample’s class. After all iterations in a given epoch, the probability are normal-
ized and updated with formula:

Ppq(h) =
P ′pq(h)∑C
j=1 P

′
pq(j)

. (9)

1 One iteration is a showing to the network one sample. One epoch is a showing to
the network all samples.
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3 Results

At the beginning we will present properties of proposed SOM-MH method, then
we will compare it to the SOM-WTA, SOM-LASSO, SOM-SNEC and LVQ meth-
ods. The comparison is made on 9 real data sets. We used data sets ’Wine’,
’Ionosphere’, ’Iris’, ’Isolet’, ’Digits’, ’Sonar’, ’Spam’, ’Pima’ from the ’UCI Ma-
chine Learing Repository’ 2 [1], and set ’Faces’ are from the ’The ORL Database
of Faces’3. In all experiments we used following parameters values: estop = 200,
µ0 = 0.1, λ = 0.0345, α0 = 0.1, λα = 0.008. All variants of SOM algorithms
were implemented by authors in Matlab. The LVQ algorithm was used from
Matlab Neural Networks Toolbox with default learning parameters and number
of epochs estop.

Train
examples

Test
examples

Attributes Classes
Single net

size
Multiple
nets size

MH ρ

Faces 320 80 50∗ 40 15x16 2x3 0.005

Ionosphere 280 71 34 2 6x8 4x6 0.005

Iris 120 30 4 3 6x6 3x4 0.25

Isolet 6237 1560 100∗ 26 12x13 2x3 0.75

Digits 4496 1124 64 10 15x16 4x6 0.5

Wine 142 36 13 3 6x6 3x4 0.2

Pima 614 154 8 2 12x12 8x9 0.25

Sonar 166 42 60 2 8x9 6x6 0.1

Spam 3680 921 57 2 12x12 8x9 0.75

Table 1: Description of data sets used to test performance and parameters of
networks. Single net size was used for methods SOM-WTA, SOM-LASSO and
SOM-MH, multiple nets size is for SOM-SNEC and LVQ. (∗) In ’Isolet’ and
’Faces’ data sets, the number of attributes was reduced with PCA.

To show SOM-MH algorithm properties, we learned 7x7 network with ’Iris’
data set. Fig.3a presents network with neurons assigned to one of the three
classes. Fig.3b presents cumulative number of positive MH decisions taken for
each neuron during the whole training. We can observe that neurons which lay
on the border between the different classes have higher number of positive MH
decisions than neurons which have neighbour neuron from the same class. The
highest number of positive MH decisions are for neuron which lay in the border of
the three classes. Fig.3c presents number of positive MH decisions for network
in each epoch for MH parameter ρ = 0.5. It can be observed that number of
positive MH decisions are decreasing during learning, which can be interpreted
as making the network more confident.

2 http://archive.ics.uci.edu/ml/
3 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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Fig. 1: Properties of SOM-MH network tested on ’Iris’ data set, (a) network
with neuron color presenting class membership, (b) network with neuron color
presenting number of positive MH decisions taken during training, (c) number
of positive MH decisions of all network taken in each training epoch.

Network sizes used for each data sets are presented in Table.1. For each
method, the total number of used neurons are the same. For SOM-WTA, SOM-
LASSO, SOM-MH for all the classes used a single network. For SOM-SNEC
and LVQ, there are multiple networks, one for each class (and hence different
column in Table 1). For SOM-MH the parameter ρ must be tuned. We checked
several values of ρ, ρ = {1, 0.75, 0.5, 0.25, 0.2, 0.15, 0.1, 0.05, 0.005} and for each
data set an optimal value was selected by cross-validation. Selected ρ values are
presented in Table 1. For each data sets we made 10 repetitions to avoid effect
of local minima. As an accuracy measure, we take the percentage of incorrect
classifications. The mean results for all the methods for training subsets are
presented in Table 2.

SOM-WTA SOM-LASSO SOM-SNEC SOM-MH LVQ

Faces 28.88±4.35 35.75±5.11 3.75±2.04 5.25±2.99 6.5±3.05

Ionosphere 14.23±4.06 13.66±4.2 10.85±3.45 10.42±3.65 13.1±3.93

Iris 6.67±4.97 6±3.06 3.33±2.22 2±1.72 6±4.66

Isolet 21.5±1.74 8.36±0.61 5.96±0.45 6.83±0.8 7.6±0.48

Digits 6.27±0.8 6.29±0.64 3.16±0.44 3.02±0.44 17.94±2.44

Wine 6.94±4.77 4.17±4.39 3.33±2.55 2.74±2.27 4.17±2.36

Pima 28.05±4.59 24.55±2.41 26.69±3.39 22.4±3.36 21.56±3.77

Sonar 36.19±6.99 24.76±5.96 24.05±4.69 23.81±6.04 26.67±6.53

Spam 16.35±1.02 12.74±1.25 12.42±1.17 11.77±1.3 37.74±1.34

Table 2: Percent of incorrect classification on testing subsets for the SOM-WTA,
SOM-LASSO, SOM-SNEC, SOM-MH and LVQ methods. Results are mean and
σ over 10 runs.
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The poorest accuracy on almost all data sets was obtained by SOM-WTA
method. This was expected, as this method does not use the information about
sample’s class during the tuning of the weights. However, this method was better
than SOM-LASSO on the ’Faces’ training set. Poor accuracy of SOM-LASSO on
this set can be explained by comparable lengths of attribute and class vectors.
The best accuracy on this set was obtained by SOM-SNEC method, which was
also the best method on ’Isolet’ data sets. On ’Pima’ data set the LVQ method
gives the best performance. On all other sets, the SOM-MH method gives the
lowest incorrect classifications. If the comparison is made only for methods that
use single SOM network, SOM-MH is significantly better than SOM-WTA and
SOM-LASSO on all data sets. SOM-SNEC has similar results to SOM-MH.
However, by using SOM-SNEC we lost important feature of SOM - the ability
of data visualization on a single map.

4 Conclusions

A new method SOM-MH for using SOM as a classifier was presented. It uses
neuron’s class membership and Metropolis-Hastings algorithm to control neu-
ron’s learning process. This can be interpreted as simulating neuron’s hesita-
tion during the learning or as simulated annealing of class membership. The
hesitation of neuron decrease during the learning. The proposed method was
compared to other state-of-art methods for using SOM in classification tasks.
Test results confirm that the proposed method improve accuracy of classifi-
cation. The other supervised clustering algorithms can be improved with pro-
posed method. Matlab implementation of the SOM-MH model is available at
http://home.elka.pw.edu.pl/~pplonski/som_mh.
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