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Abstract. K-Means algorithm is one of the most popular methods for
cluster analysis. K-Means, as the majority of clustering methods opti-
mise clusters in an unsupervised way. In this paper we present a method
of cluster’s class membership hesitation, which enables k-Means to learn
with fully and partially labelled data. In the proposed method the hes-
itation of cluster during optimisation step is controlled by Metropolis-
Hastings algorithm. The proposed method was compared with state-of-
art methods for supervised and semi-supervised clustering on benchmark
data sets. Obtained results yield the same or better classification accu-
racy on both types of supervision.
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1 Introduction

Cluster analysis is one of the most used data mining techniques [6]. Clustering
assigns similar data points into the same cluster, whereas separate different data
points by assigning them to different clusters. Clustering is NP-hard problem and
among clustering algorithms the most popular is k-Means [14], [10]. It is a simple
algorithm that requires tuning of the k number of clusters and selecting optimal
distance metric. There have been proposed many heuristic improvements to find
optimal k [7], [13] and to designate distance metric [20], [5], [16]. The drawback
of k-Means algorithm is its sensitivity to initial cluster centre values. Therefore,
a careful seeding of k-Means is needed [3].

K-Means is originally an unsupervised learning algorithm. However, there
were proposed several techniques to use it in a supervised and semi-supervised
manner. They can be divided into three groups. The first group of methods
upon labelled data is optimising the distance metric, which gives small distance
for samples from the same class and separates by a large distance samples from
different classes. After metric optimisation step, the k-Means in an unsupervised
way is performed with learned metric [1], [20]. The other group of methods
uses labelled data to compute initial centre values to k-Means algorithm [22],
[4]. The last group of methods used labelled data to generate constrains. They
control which points can be in the same cluster and which should be separated by
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assigning into different clusters. The constrains are used during k-Means learning
[21], [5].

Herein, we present the method for controlling supervision process in k-Means.
It is based on Metropolis-Hastings (MH) algorithm [15], [8] well known from
Simulated Annealing (SA) method [11]. MH algorithm is used to simulate a
hesitation of cluster’s class membership during k-Means learning. In the super-
vision process both fully and partially labelled data can be used. SA was already
used in k-Means algorithm focused on seed selection [17] or parameters tuning
[23] rather than supervision control. Recently, we proposed a similar method for
controlling learning of neurons in Self-Organising Maps [19].

2 Methods

Let’s denote data set as D = {(xi, ci)}, where xi is an attribute vector, x ∈
Rd and ci is a discrete class number of i -th sample, i = [1, 2, ..., N ] and c =
[1, 2, ..., C].

2.1 K-Means Algorithm

K-Means is an unsupervised learning algorithm. However, it can be used for
classification. The two methods that enable handling class labels in k-Means are
described below. The original K-Means algorithm can be described in four steps:

1. Initialize k cluster’s centre {µ1, µ2, ..., µk} with randomly selected values
xi ∈ D.

2. Assign each data point xi to the closest cluster ζh, h = argmin
h
||xi − µh||2.

3. Update each cluster centre µi as mean of the assigned points,
µi = 1/|ζi|

∑
xi∈ζi xi.

4. Repeat steps 2 and 3 until convergence.

In k-Means algorithm information about sample’s class label is not used. How-
ever, after unsupervised learning for each cluster can be assigned class label
based on major vote of sample’s class, which belongs to the cluster. In testing
phase, for input sample is designated a class label from the closest cluster. We
will call this method vote-k-Means.

Another method for using unsupervised k-Means for classification is to as-
sign clusters to the classes arbitrarily - usually the same number of clusters for
each class. During learning for each sample only clusters with the same class as
the sample’s class are considered [9]. Therefore, clusters are updated only with
samples from the same class. For a testing sample a label the same as class of
the closest cluster is given. We will call this method a class-k-Means.

2.2 Seeded k-Means

The next method that uses labels is seeded-k-Means [4]. It uses labelled data to
compute better initial values of cluster centres. In seeded-k-Means we assume
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that as algorithm input we have k disjoint sets S = {S1, S2, ..., Sk}, S ⊆ D, on
which supervision is provided - for each xi ∈ S is known a cluster ζl to which it
belongs. The cluster centres are initialized as follows:

µi =
1

|Si|
∑

xj∈Si

xj . (1)

In [4] there is also an assumption that each cluster has at least one seed point.
However, this condition is hard to be satisfied, and for clusters without any seed
point a randomly selected value xi can be used [22].

2.3 Proposed Method (MH-k-Means)

In the proposed method, for each cluster we compute a class membership in each
iteration. Let’s note it as Pl(j), where l is cluster index and j is class number.
For each sample a group of clusters is selected, which will take part in the
closest cluster finding. Selection is described by a matrix T , where T il = 1 means
that cluster ζl will participate in learning, using i-th sample, T il = 0 otherwise.
Clusters for training are selected in two steps. At first we choose clusters having
maximum probability for the class matching the class ci of the input sample:

T
i(1)
l =

{
1 if arg maxj(Pl(j)) = ci;
0 otherwise.

(2)

In the second step, remaining clusters with T
i(1)
l = 0 are considered. The decision

on joining into the training with i-th sample is taken upon MH algorithm. The
probability of joining is computed upon the following equation:

J il = 1− exp(−ρPl(ci)tstop/t), (3)

where ρ is the parameter that controls the intensity of hesitation, ρ ∈ [0, 1]. The
greater ρ, the more clusters are selected additionally to learning in the MH step.
In eq.(3) the parameter t is a number of current algorithm iteration and tstop is an
overall number of algorithm iterations. The fact that t is presented in (3) ensures
that clusters added during MH step will be selected less frequently at the end of
learning process than at its beginning. This can be interpreted as a hesitation
of the cluster, which decreases during the learning. To decide whether the MH
decision is positive, we draw a random number a from a uniform distribution,
a ∈ [0, 1]. The cluster will be added to the training group if a is smaller than J il :

T
i(2)
l =

{
1 if a < J il ;
0 otherwise.

(4)

This procedure is repeated for each sample. We called T
i(2)
l = 1 as a positive MH

decision. The final decision on cluster selection is a logical ’or’ of the decisions

T il = T
i(1)
l ∨ T i(2)l . For i-th sample the closest cluster ζh is computed as follows:

h = argmin
h
||xi − µh||2 ∧ T ih = 1. (5)
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After the presentation of all samples new class membership probabilities are
computed for each cluster:

Pl(h) =
|xi ∈ ζl ∧ xi ∈ ch|

|xi ∈ ζl)
. (6)

The procedure described above is repeated till algorithm’s convergence. We have
called the proposed algorithm MH-k-Means. The MH-k-Means algorithm de-
scribed above works on fully labelled data. In case of partially labelled data,
for samples without class label we assume that T ih = 1 for all clusters. Thus,
all clusters participate in training. For labelled samples the procedure described
above is used.

3 Results

To test performance of MH-k-Means method on fully labelled data, we will com-
pare it to the Learning Vector Quantization algorithm (LVQ) [12], vote-k-Means,
class-k-Means and seeded-k-Means. On partially labelled data sets, we will com-
pare MH-k-Means to seeded-k-Means and vote-k-Means1. The comparison is
made on 6 real data sets. We used data sets ’Wine’, ’Ionosphere’, ’Iris’, ’Sonar’,
’Spam’ from the ’UCI Machine Learing Repository’ 2 [2], and set ’Faces’ are
from the ’The ORL Database of Faces’3. Data sets are described in Table 1.

Train
examples

Test
examples

Attributes Classes # clusters MH ρ

Faces 320 80 50∗ 40 80 1

Sonar 166 42 60 2 36 0.5

Spam 3680 921 57 2 72 0.25

Iris 120 30 4 3 12 1

Ionosphere 280 71 34 2 24 0.25

Wine 142 36 13 3 12 1

Table 1: Description of data sets used to test performance, number of clusters
used to each data set and optimal ρ in MH-k-Means. (∗In ’Faces’ data set, the
number of attributes was reduced with PCA.)

In all experiments we train algorithms with number of iterations tstop = 200.
For LVQ we use learning rate η1 = 0.1, exponentially decreasing to η200 = 0.001.
All algorithms, except seeded-k-Means, were initialized with random samples.
For seeded-k-Means we assigned available labelled samples to appropriate clus-
ters reusing clustering from class-k-Means, in case of incomplete seeding of the
cluster we used initialization with random sample [22]. For each data set, we

1 We used only labelled data for cluster’s class voting.
2 http://archive.ics.uci.edu/ml/
3 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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Fig. 1: Number of positive MH decisions in MH-k-Means algorithm taken in each
training iteration for different ρ values on ’Iris’ data set.

LVQ vote-k-Means class-k-Means
seeded-k-

Means
MH-k-Means

Faces 8.25±3.34 28.0±4.5 6.5±3.72 6.88±4.09 4.0±2.34

Sonar 14.52±7.48 26.9±8.1 15.48±4.92 17.38±5.73 14.52±5.32

Spam 13.34±1.16 18.43±1.25 14.18±1.77 17.13±2.19 14.47±1.3

Iris 4.0±2.11 3.33±3.51 4.33±2.74 4.67±3.58 3.0±1.89

Ionosphere 10.99±2.95 9.58±3.31 12.82±2.61 10.0±3.22 8.73±2.38

Wine 5.0±3.66 7.5±3.72 4.72±3.72 6.39±5.08 4.44±2.68

Table 2: Percent of incorrect classification on fully labelled testing subsets. Re-
sults are mean and σ over 10 runs.

arbitrarily chose the cluster number (selecting optimal cluster size is not in the
scope of this paper), selected values are presented in Table 1. The total cluster
number for each algorithm type is equal. For MH-k-Means the parameter ρ must
be tuned. We checked several values of ρ, ρ = {0.05, 0.25, 0.5, 0.75, 1} and for
each data set an optimal value was selected by cross-validation. Selected ρ values
are presented in Table 1. The impact on number of positive MH decision, de-
pending on ρ value is demonstrated on ’Iris’ set in the Fig.1. The greater ρ value
is, the more positive MH decisions are made and the more frequently cluster
takes part in training with the sample, of which class is different than its major
class. For each data set we made 10 repetitions to avoid effect of local minima,
each time training and testing subsets were redrawn. As an accuracy measure
of clustering, we take a percentage of incorrect classifications - for each testing
sample we compute the closest cluster and compare the labels. The mean results
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Fig. 2: Performance of vote-k-Means, seeded-k-Means and MH-k-Means on par-
tially labelled data. Results are mean and σ over 10 runs.

on testing subsets for all the methods on fully labelled sets are presented in Ta-
ble 2. With one exception the MH-k-Means achieves lower error rates than other
methods. On ’Spam’ data sets the best method was LVQ. The MH-k-Means ob-
tained the greatest improvement over ’vote-k-Means’ on ’Faces’ data set. There
are 40 classes (persons) in ’Faces’ set, therefore it is difficult to compute good
clusters without any information about class labels during learning. On this set,
MH-k-Means uses the largest ρ, which means that cluster’s class membership
hesitates the most. On ’Sonar’ data set, LVQ and MH-k-Means gain the same
average of incorrect classification. However, MH-k-Means has lower standard de-
viation value. On ’Iris’ set all methods give similar results, with slightly lower
error of MH-k-Means. On this set and ’Ionosphere’ the vote-k-Means accuracy is
better than LVQ. They are simple sets, therefore without any supervision a good
minima can be obtained. On ’Wine’ set, class-k-Means is better than LVQ. The
poorest accuracy on all data sets was obtained by vote-k-Means method. This
was expected, as this method does not use the information about sample’s class
during the cluster’s centre tuning. Seeded-k-Means have results slightly worse
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than class-k-Means, on all sets, except ’Ionosphere’. This is due to the fact that
clusters obtained by class-k-Means were used in initialization of seeded-k-Means.

To test performance of the proposed MH-k-Means method on partially la-
belled data, we used only part of available labels in training subsets, in per cent
r = {12.5, 25, 37.5, 50, 75, 87.5, 100}. The results of comparison are presented
in Fig.2. The MH-k-Means is significantly better than other methods on ’Faces’,
’Spam’ and ’Sonar’ data sets. On ’Iris’, ’Ionosphere’ and ’Wine’ all methods seem
to give similar results. The ’Faces’, ’Spam’ and ’Sonar’ seem to be more com-
plex in classification than other sets, therefore we observe that using information
about class labels during learning gives better clustering. For simple data sets
semi-supervised and unsupervised methods gain similar minima.

4 Conclusions

We present a novel method MH-k-Means for learning k-Means with fully and
partially labelled data. In each iteration for every cluster a class membership is
computed. Upon this, for each sample for the closest cluster finding a group of
clusters with the same as sample’s class is selected. What is more, the hesitation
mechanism is introduced, which enables clusters with different class to take part
in the closest cluster finding. The hesitation is based on Metropolis-Hastings
algorithm, with hesitation intensity controlled by ρ parameter and current iter-
ation number. The number of MH positive decisions decrease during learning,
which can be interpreted as making clusters more confident. In case of partially
labelled data, the clusters selection for learning is made only for labelled sam-
ples. For unlabelled samples all clusters participate in training. The proposed
MH-k-Means method was compared to other state-of-art methods on classifica-
tion tasks. The results confirm that proposed method obtains better or similar
accuracy than other methods. Matlab implementation of the MH-k-Means al-
gorithm is available at http://home.elka.pw.edu.pl/~pplonski/mh_kmeans.
Future work will be focused on two aspects: testing what impact on MH-k-Means
accuracy has the noise of class labels and the use of distance metric learning
method for classification accuracy improvement[18].
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