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ABSTRACT 
Microcalcifications are one of more important signs enabling detection of breast cancer at 
early stage. The main goal of the research was designing and realization of a system for 
automatic detection and classification of microcalcifications, taking advantage of proposed 
automatic feature selection algorithm. The first step of the detection algorithm is to segment 
the individual objects: potential microcalcifications. This is achieved by applying opening by 
reconstruction top-hat technique and image thresholding based on approximation of an image 
local histogram with a probability density function of Gauss distribution. Selected features of 
the segmented objects are used as inputs to neural networks. The first classifier verifies the 
initial detection and the others assess a diagnosis of the input objects.  The algorithm results 
are locations of suggested microcalcifications and optionally automatic diagnosis. The 
presented form of the system was verified in clinical tests using diagnosed databases (DDSM 
from University of South Florida and own digitized database of mammograms ). Achieved 
results are promising, comparable with other known systems. Efficiency of 
microcalcifications detection was up to 90%. 
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1. INTRODUCTION 

Currently mammography is the most effective imaging modality in early breast cancer 
detection, particularly in finding nonpalpable small lesions (less than 1 cm in diameter). Early 
detection reduces breast cancer mortality by about 25% [1]. This reduction is possible thanks 
to introducing screening mammography, in which the most important goal is to capture 
cancerous lesions before clinical symptoms appear (in mammograms taken from patients 
without illness suspicions). 

However, interpretation of mammograms is not easy. The radiologist’s experience plays 
a meaningful role in the process of diagnosis. Until now no standard for description of the 
normal (healthy) breast model has been established. The reference during assessing a 
mammogram is the image of the other breast or comparison with the previous exams if 
available [2].   

Generally, the aim of computer-aided diagnosis systems is to improve the opportunities 
of appropriate detection and evaluation of lesions. Within the last years several such 
technologically advanced approaches have been developed in mammography, i.e. 
Imagechecker by R2 Technology Inc. [18] and LORAD Selenia Full Field Digital 
Mammography System by Hologic [19] (they both received approval from the Food and Drug 
Administration as systems assisting in abnormalities detection), Second Look by CADx Inc. 
[20] and Mammex Tr by Scanis Inc. [21]  

Among breast abnormalities there are microcalcifications that are one of more important 
signs enabling detection of breast cancer at early stage. Mammography is a basic examination 



to measure microcalcifications quality and quantity [2]. They appear as small bright spots 
with diameters from 0.1 to 3 mm. Miscellaneous texture, curvilinear or branched shapes are 
usually found within malignant microcalcifications, while sharply outlined pearl-like 
appearances and homogeneous texture are associated with benign objects. Detection and 
differentiation between malignant and benign breast lesions is a very hard task even for 
experts. 

The goa l of this research was designing and realization of a simple, easy to implement 
and effective method for automatic detection and classification of microcalcifications. 
Important subtask was to propose method of automatic feature selection. Moreover, anothe r 
challenge was to compare a feature set automatically extracted to the sets known from the 
literature (e.g. [3]). In general, the system should indicate suspicious regions with a strong 
likelihood of microcalcifications presence, classify the potential microcalcifications and 
propose the interpretation in diagnostic terms. 

The presented form of the system was verified in clinical tests using diagnosed 
databases (Digital Database for Screening Mammography [22] and own digitised database of 
exams collected from Institute of Image Diagnosis in Wolski Hospital and Institute of 
Radiology in Grochów Hospital in Warsaw) after consultations with radiologists.  
 
2. IMPLEMENTED METHOD FOR THE DETECTION AND CLASSIFFICATION OF 
MICROCALCIFICATIONS 

A general diagram of the presented method is shown in Fig. 1. The first step of the 
detection algorithm is to segment the objects – potential microcalcifications. Next the 
microcalcification shape and texture features are extracted. Based on those features a 
classification is performed. The algorithm results are locations of suggested 
microcalcifications and optionally automatic diagnosis.  

[Figure 1] 
 
2.1. DETECTION OF OBJECTS – POTENTIAL MICROCALCIFICATIONS 

 The goal of the initial detection of microcalcification objects is a selection of the largest 
possible number of ‘true’ microcalcifications (true positives), good descriptions of their 
shapes and minimization of the number of false object indic ations (false positives). 
  Analysis of diversified class of test images, testing different algorithms of pre-processing 
([4][5][6]), and optimisation of segmentation stage ([4]) bring us to a formulation of the 
following algorithm of object detection: 
1) morphological operation white top-hat (to emphasise details in the source image), 
2) determination of a threshold, 
3) image thresholding, 
4) grouping of segmented pixels into individual objects. 
5) removal of individual pixels and objects of small size, 
The algorithm finds out locations and shapes of potential microcalcification objects. 
 
The crucial task is to determine the universal method of threshold estimation. The values of 
filtered image above the threshold are to belong to microcalcifications. The threshold should 
make a compromise between a removal of the noise and indicating true microcalcifications 
with good descriptions of their shapes, which is very important for the object feature 
evaluation. However, it was not possible to obtain 100% separability between the noise and 
microcalcifications for more difficult cases. Thus the threshold was chosen in the way to 
detect all the regions covered with microcalcifications. It means that detection of all 
microcalcifications from a cluster was not necessary, but detection of some of them was 
sufficient. 



 The threshold determination algorithm (called thresholding with modelling a distribution 
– THwMD) arose from an experimental analysis of an image perception and its local 
statistical properties (contrast improvement) after morphological operation white top-hat 
(WTH). In such a filtered image there is more dark background (with a lower intensity level) 
and relatively small brighter fragments. Majority of healthy tissue structures – large areas 
with predominant low-frequency information – can be regarded as the background. Similarly, 
the brighter regions are microcalcifications or fine details of the image (elements of sharp 
edges, individual pixels with high gradients). Grey-level histograms of images after WTH 
filtration are characterized by one big smooth peak and a very long tail. The peak appears in a 
low intensity range of the image intensity function, while the tail stretches along the higher 
intensity range. The tail covers only a little part (below 10%) of all values of the histogram.  

A normalized histogram of the WTH processed image can be approximated by 
distribution functions of probability densities (e.g. a normal distribution with a positive 
mean). This optimisation problem – minimization of an error function, which is a difference 
between the normalized histogram and the approximating distribution - is solved by a 
conjugate gradient method. Such a histogram model can be described by two parameters – a 
mean and a standard deviation. On the basis of experiments the universal rule of determining 
the threshold was established. The rule is as follows: 
     ,fnft σ+=                           (1) 

where t is a threshold, f , fσ  are mean and standard deviation of the model, respectively and 
n is a constant chosen experimentally. The constant equals about 3.3. 
An exemplar original and the image after WTH filtration as well as their grey-level 
histograms and the statistical model are shown in Fig. 2. 

[Figure 2] 
This stage of histogram modeling by the statistical distribution is strongly important and 

recommended because of more reliable and stable universal rule established for the threshold 
selection. It is more difficult to establish a regular relation similar to (1), having a mean and a 
standard deviation estimated directly from the image data set (not from a distribution model). 
Irregularity caused by image noise has certainly a great influence on the difficulty. 

In the image after WTH operation, pixels above the universal threshold are grouped 
together forming separate objects. Among these objects there can be microcalcifications as 
well as single pixels, noise and artifacts. Artifacts are small – about several pixels in area – 
objects, e.g. a scratch, a tiny speck of dust, which settled on a mammogram during 
digitization etc. Hence only objects above 9 pixels in area are considered as potential 
microcalcifications. 
 
2.2. FEATURE SET 

Selected features for the classification process should reflect the specificity of 
microcalcifications appearing in mammograms as precisely as possible. Moreover they should 
emphasise the difference between benign and malignant cases. This selection of features is 
important to perform effective classification: to reject false indications and to distinguish 
malignant microcalcifications. The two approaches to feature set creation process were 
performed: the feature set, which was chosen subjectively on the base of literature analysis 
and initial tests (proposition from [3] was selected), and feature set, which was created in 
automatic feature extraction process. 

The first step in automatic feature selection method is an extraction of a broad feature 
set, containing promising features found in many publications [3][7][8][9]. This large set will 
be reduced in order to find features essential and valuable for classification of 
microcalcifications. All evaluated features can be divided into 3 groups: 



• texture features 
• shape features 
• scalar area features 

Features based on co-occurrence matrix (known also as SGLD - spatial grey level 
dependence matrix) plays an important role in texture features group. The SGLD matrix 
element ),(, jip dα  is the joint probability of the occurrence of grey levels i and j for pixel pair 
separated by distance d and at direction a. Because of the discrete nature of digital image, the 

distance d is limited to integers and angle a is limited to 0, 45, 90 and 135° We derived 
features based on SGLD matrix for all angles and distances: 1,2,4,8,12,16,20,24,28,32. 
Therefore, a total of 40 SGLD matrixes were derived for each region of microcalcification. 

The shape features - seven Hu’s moments [10] and simply scalar area features like area, 
average grey level and standard deviation of grey level were also evaluated. 

All the computed features can be found in Table 1. Hence the 11 textures features 
(numbers of 9-13 and 15-20 from Table1) for 40 SGLD matrixes, 7 shape features (8) and 3 
scalar features (1-3) make 450-dimensional feature space, which was reduced. 

 [Table 1] 
The dimension of the feature space is very large. It is known that presence of inefficient 

features can deprecate classifier performance and trial to use all computed features to 
classification could not give good results [11]. 

Intuitively, it seems that performance of classification should increase with growing of 
number of features. However, classification performance depends on the size of a training set, 
the number and quality of features and the classifier complexity. The presence of inefficient 
features degrades classifier performance, especially when the size of training set is relatively 
small, and such a situation is very common in medical image recognition.  

For a fixed sample size, as the number of features is increased (with a corresponding 
increase of the number of unknown parameters), the reliability of the parameter estimates 
decreases. Consequently, the performance of the classifiers may degrade with an increase of 
the number of the features. Moreover, classifier degradation may be caused by too perfect 
model fitting to imperfect real data sets (so also to intrinsic noise) when classification 
optimization is made by statistical analysis of training data instead of modeling the underlying 
process. For fewer parameters to be estimated, such perfect match is not possible, and 
therefore decisions boundaries appear to be smoother. 

Apart from classifier performance, additional reason to reduce feature space is 
computational cost. Dealing with big feature vector can be time-consuming. 

The simplest way to choose feature set is to check all possible sets. Unfortunately, this 
method is unacceptable due to time cost. For example, having 450-dimensional feature space, 
and determined number of features to search k , the number of all possible configurations is: 

)!450(!
!450

kk −
. Even for small k the number of all possible configurations is too large to check 

the sets in finite, acceptable time. Therefore, another solution of this problem is needed. 
The new feature selection method is proposed. The most important advantage of this 

method is fact, that it is non-iterant, so significantly faster than iterant methods. 
 

2.3. IMAGE FEATURE EXTRACT ION 
The first step of proposed method is template set creation. The Learning Vector 

Quantization method is selected to create template set. LVQ is relatively new vector 
quantization algorithm, proposed by Teuvo Kohonen [12][13]. The main concept of LVQ, 
like every vector quantization method, lies in the approximation of input vectors by codebook 



vectors mi. Usually several codebook vectors are assigned to each class of input values x , and 
x is then decided to belong to the same class to which the nearest mi belongs. Let 

{ }ii
mxc −= minarg  (1) 

 define the nearest mi  to x , denoted by mc. Values for the mi that approximately minimize the  
misclassification errors in the above nearestneighbour classification can be found as 
asymptotic values in the following learning process. Let x(t) be a sample of input and let the 
mi(t) represent sequences of the mi in the discretetime domain. The following equations 
define the basic LVQ learning process: 

)]()()[()()1( tmtxttmtm ccc −+=+ α  - if x and mc belong to the same class,  

)]()()[()()1( tmtxttmtm ccc −−=+ α  - if x and mc belong to different classes 

)()1( tmtm ii =+  - for i ? c 

Learning ratio a(t) should be contained in (0,1) and may be constant or decrease 
monotonically within time. In the above algorithm it is recommended that a(t) should initially 
be smaller than 0.1. 
The above algorithm concern the basic version of LVQ called LVQ1. It is recommended as 
initia l learning algorithm and there are some modifications of LVQ1 useful in later stages of 
learning process. LVQ3 is such algorithm. The main concept remains the same as in LVQ1, 
however in LVQ3 two codebook vectors mi  and mj , that are the nearest neighbors to x, are 
now updated simultaneously. One of them must belong to the correct class and the other to a 
wrong class, respectively. Moreover, x must fall into a zone of values called “window”. 
Assume that  di and dj  are the Euclidean distances of  x from mi and mj , respectively. Then x is 
defined to fall in a “window” w, if 
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In order to pay attention to what might happen to the location of mi there is condition that 
ensure that the mi continue approximating the class distributions, at least roughly. Then the 
improved learning rule is defined as follows: 

)]()()[()()1( tmtxttmtm iii −−=+ α  

)]()()[()()1( tmtxttmtm jjj −+=+ α  
where mi and mj  are the two closest codebook vectors to x , whereby x and mj belong to the 
same class, while x  and mi  belong to different classes, respectively; furthermore x must fall 
into the range: 

)]()()[()()1( tmtxttmtm kkk −+=+ εα  
for },{ jik ∈ when x , mi and mj belongs to the same class. The useful values of e should belong 
to range 0.1 to 0.5. The optimal value of e depends on the size of the windows, being smaller 
for narrower windows. 
The main idea of using Learning Vector Quantization consists in creating set of templates for 
each class of microcalcification: benign, malignant and false. The created set was processed 
by proposed feature selection algorithm. 

In order to create set of templates we select number of mammograms containing about 
550 microcalcifications. On these microcalcifications the feature set presented in p. 2.2 was 
computed. The computed feature set was the input data for LVQ algorithms, which produced 
given number of template vectors for each class. On experimental way 15 template vectors for 
each class has been regard as optimal. According to [12] the number of learning steps of LVQ 
algorithms were set to 50 times the total number of codebook vectors (templates). 



According to [12], we used LVQ 1 in initial learning process and LVQ 3 in the final stage 
of learning process. The computed codebook vectors were the base for feature sele ction 
algorithm. 
 
2.3.2 IMAGE FEATURE SELECTION 
Our method of feature selection is based on Fisher discriminate criteria. 
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where qA and qB are the specified feature in class A and B, respectively. Assuming 3 classes, 
calculation for all feature pairs gave 3-dimensional vector for each feature. The computed 
vectors were averaged and then sorted ascendancy according to their value. According to 
[3][7][14], we assumed that no more than 20 features would be useful. The set of 20 features 
admitted as most significant looks as follows: 

1.  Correlation, angle 0°, d=4, W = 9.1256 
2.  Sum variance, angle 135°, d=2, W = 9.0156 
3.  Sum average, angle 0°, d=8, W = 9.0137 
4.  Area, W = 8.9710 
5.  Difference entropy, angle 90°, d=8, W = 8.4123 
6.  Inverse difference moment, angle 0°, d=4, W = 8.2191 
7.  Energy, angle 90°, d=8, W = 7.7815 
8.  Inertia, angle 135°, d=16, W = 7.6186 
9.  Sum variance, angle 0°, d=4, W = 7.3189 
10.  Sum average, angle 90°, d=16, W = 7.1190 
11.  Average grey level, W = 7.0129 
12.  Difference entropy, angle 45°, d=12, W = 6.9902 
13.  Correlation, angle 135°, d=8, W = 6.7172 
14.  Difference variance, angle 45°, d=8, W = 6.3198 
15.  Difference entropy, angle 90°, d=4, W = 6.2150 
16.  Sum variance, angle 90°, d=12, W = 5.8160 
17.  Energy, angle 0°, d=8, W = 5.6220 
18.  Inverse difference moment, angle 45°, d=2, W = 5.4498 
19.  Sum variance,, angle 135°, d=8, W = 5.2596 
20.  Sum average, angle 0°, d=8, W = 5.1197 

  
The obtained feature set was verified in respect of usefulness for classification. Starting from 
first 10 features, we added following features and verified efficiency of classification with the 
given feature set. The best results were achieved for feature set containing the first 16 selected 
features. Adding the following features made the classification results a bit worse. 

For comparison, feature set known from the literature [3], was evaluated also. These 
features are also listed in Table 1 (numbers of features: 1-7, 8 – I Hu’s moment, 9-14, 16). 
SGLD features are computed as an average from 4 SGLD matrixes (for angles of 0, 45, 90, 
135° and a distance 1). It gives 15 subjectively selected features altogether. 

 
2.4. CLASSIFICATION 

Similarly as in many publications about the classification of pathologies shown in 
mammograms [3][7][14], a multilayer feedforward backpropagation neural network with 
sigmoida l activation function was implemented. The number of input layer neurons was the 
same as a size of feature vector. The number of hidden layer neurons was experimentally set 
to 6 and number of output neurons was set accordingly to the number of recognized classes. 
The learning process parameters coming from: 
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where )(twk
ij is a weight of link of neuron i from layer k-1 with neuron j from layer k. In 

experimental way the following values was evaluated: 3.0=η  and 2.0=µ . 
 
3. EXPERIMENTAL RESULTS 

The tests were divided into 2 stages. The first part concerns subjective tests of the initial 
detection of potential microcalcifications and another one focused on the classification using 
the two selected feature sets.  

The subjective tests were performed by two experts in image processing and two experts 
in radiology from Institute of Image Diagnosis in Wolski Hospital. Radiologists’ suggestions 
were used regarding microcalcification shapes and their occurrence terms. The initial 
detection of potential microcalcifications was optimised with regard to influence of image 
pre-processing, size and shape of structuring element in WTH filtration, number of iterations 
of this filtration, type of probability distribution approximating histogram of an image after 
WTH filtration, constant “n” in (1), processing of a binary image after thresholding. The 
chosen parameters guarantee optimal results. The optimisation process was carried out using 
about 50 mammograms (containing microcalcifications of different subtlety and type) from 
DDSM. The obtained results were compared with the results of the initial detection performed 
on our own digitised database (containing over 200 selected and diagnosed mammograms).  

However, in order to make detection results fully reliable and to claim definite 
statements, it is necessary to carry out tests using a bigger data set and with a greater 
participation of radiologists. Exemplar result images with potential microcalcifications 
indicated automatically are shown in Fig. 3, 4, 5. 

A set of 35 diagnosed digital mammograms (about 550 microcalcification objects of 
different type and subtlety) from diagnosed DDSM was applied to learn and test the neural 
network. The microcalcification objects were determined by the presented method of initial 
detection. The learning and test sets were separated.  
Tests for 3 network types were performed:  
• TRUE / FALSE - the network indicates if its input objects are 'true' microcalcifications,  
• BENIGN / MALIGNANT - the network suggests diagnosis only for 'true' 

microcalcifications,  
• BENIGN / MALIGNANT / FALSE - the network differentiates between benign, 

malignant and false objects.  
Subjectively and automatically selected features were tested. Classific ation results for the test 
set with automatically detected objects are shown in Table 2. For the automatically selected 
features, the best results were obtained for feature set containing the first 14 features from the 
selected 20. 

[Table 2] 
The distributions of wrong answers for both methods of feature selection are presented 

in Table 3 and Table 4, respectively. 
[Table 3] 
[Table 4] 

Based on the above results, the proposed method for the detection and classification of 
microcalcifications allows obtaining a significant efficacy in differentiation between 
microcalcifications and false indications for both used feature sets (close to 90%). Generally, 
the results obtained with automatically selected features were slightly better. However, for 
true/false classification the subjectively selected feature set was a bit better.  

The automatic diagnosis results confirm correctness of the applied scheme of detection 
and classification and the particular solutions. Nevertheless the optimisation work should be 



continued so that the method gives better results (which can be used by radiologists) while 
diagnosing the microcalcification malignancy. 
 
4. CONCLUSIONS  

The original achievement of this research is a design and a realization of the THwDM 
algorithm. It is a modific ation of a solution from [4], which allows obtaining a better selection 
of potential microcalcifications.  

The proposed feature selection algorithm, based on dictionary vectors provided by LVQ, 
and Fisher discriminate criteria, proved its usefulness. The features obtained by the proposed 
method give overall classification results comparable with features taken from references 
[3][7][8][9]. Moreover, the distributions of wrong answers are better for the automatically 
selected features than the subjectively selected ones. It makes fewer errors of real malignant 
cases, as is indicated in Table 3 and Table 4. 

The results of the initial detection for our own database and DDSM are comparable. 
This confirms (verifies) a generality of the proposed method of segmentation, feature 
selection and classification. Initial radiologists’ assessments show real benefit while 
exploiting the presented system, mainly because of improvement of diagnosis objectivity. 
Physicians also confirm the usefulness of the initial microcalcif ication detection in evaluation 
of microcalcification shape and size changes in time (having mammograms taken within a 
period of time).  It is essential as regards the assessment of malignancy of progressive lesions. 
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Fig.1. Schematic diagram of our CAD 
system for the automatic detection and 
classification of microcalcifications 
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(a) (b) 

(c) (d) 
Fig.2. A mammogram containing microcalcifications (enlarged). (a) The original image; (b) Grey-
level histogram of the original (a); (c) The image after WTH filtration; (d) Grey-level histogram of 
the image (c). Pixels with higher intensity cover about 3% area of the whole image. The white line 
denotes the chosen statistical model of the histogram. 145 – the threshold selected by THwMD. 



(a) (c) (b) 
Fig.4. Benign large microcalcifications (above 0.5 mm in diameter), enlarged by 150%.            
(a) The original; (b) Diagnosed original – External contour of microcalcifications are denoted 
(manually); (c) The result of detection. Lack of false indications. 

(c) (a) (b) 
Fig.3. A cluster of malignant microcalcifications, enlarged by 150%. (a) The original;                      
(b) Diagnosed original – External contours of microcalcifications are denoted (manually);        
(c) The detection results: Microcalcifications on the original image background. Lack of false 
indications, one object (particularly weak visible one) is not detected. 

Fig.5. A cluster of malignant microcalcifications. (a) The original; (b) The result of 
detection. Some false indications are visible along bright fibres (white arrows). 
Black circles denote microcalcifications that are not detected.  

(b) (a) 



Table 1. List of features applied for the classification of individual microcalcifications objects. 

No Name Description 

1 Area Size of the object 

2 Mean 

3 Standard deviation 

4 Background 

Average grey level, standard deviation of grey levels, 

grey level of the object background 

5 

Foreground background difference 

ratio (contrast between object and 

background) 

(Mean – Background) / (Mean + Background) 

6 Compactness  Perimeter of the object2 / Area 

7 Shape moment I Described in [15] 

8 Seven Hu’s moments  Described in [10][16] 

9 Contrast 

10 Entropy  

11 Energy 

12 Inverse different moment 

13 Correlation 

14 Variance 

15 Sum average 

16 Sum entropy 

17 Sum variance 

18 Difference average 

19 Difference entropy 

20 Difference variance 

Co-occurrence matrix related features [17] 

 

  

Table 2. Obtained classification results for the test set.  

A type of a result TRUE /  
FALSE 

BENIGN / 
MALIGNANT 

BENIGN / 
MALIGNANT / 
FALSE 

Subjectively selected 
features 90% 74% 68% 

Automatically 
extracted features 89 % 76 % 70 % 

 

Table 3. Distributions of wrong neural network diagnoses for subjectively selected features 

Reference diagnosis of 
microcalcification object 

Neural network 
diagnosis 

Wrong answers 
(percent) 

True False 65 % 
False True 35 % 

 



Reference diagnosis of 
microcalcification object 

Neural network 
diagnosis 

Wrong answers 
(percent) 

Malignant Benign 77 % 
Benign Malignant 23 % 

 
Reference diagnosis of 
microcalcification object 

Neural network 
diagnosis 

Wrong answers 
(percent) 

Malignant Benign 35 % 
Malignant False 22 % 
Benign Malignant 15 % 
Benign False 14 % 
False Malignant   8 % 
False Benign   6 % 

 

Table 4. Distributions of wrong neural network diagnoses for automatically selected features 

Reference diagnosis of 
microcalcification object 

Neural network 
diagnosis 

Wrong answers 
(percent) 

True False 59 % 
False True 41 % 

 
Reference diagnosis of 
microcalcification object 

Neural network 
diagnosis 

Wrong answers 
(percent) 

Malignant Benign 64 % 
Benign Malignant 36 % 

 
Reference diagnosis of 
microcalcification object 

Neural network 
diagnosis 

Wrong answers 
(percent) 

Malignant Benign 13 % 
Malignant False 17 % 
Benign Malignant 16 % 
Benign False 21 % 
False Malignant 19 % 
False Benign 15 % 

 


